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Abstract- In this paper, weir-type dual with idea of effectiveness is used to utter duality theorems, under generalized (F, 

ρ) convexity assumption for multi objective fractional programming problem. This work is an extension of the outcome 

of Mustafa in the environment of multi-objective fractional programming using generalized (F, ρ) convexity assumption. 

 

INTRODUCTION 

Egudo derived specialtheorems of duality for multi objective fractional programming [4] (MFP) problem, using 

the concept of effectiveness tied with universal 𝜌-convexity [10]. After that Mukherjee gave the extension of the 

outcomes of Egudo in the perspective of multi objective fractional [13] programming, using parametric approach. 

For multi-objective nonlinear programming [2] problem, inequality and equality constraints are involved in this, 

Preda used the idea of effectiveness to state the results of duality under universal (F,𝜌)-convexity. Yong extended 

and unified the results of Mukherjee. He established specialtheorems of duality for multi objective fractional 

programming problem [1], via the method of effectiveness fixed with special universal convex assumption. 

Consider the following fractional programming issue with many objectives: 

(MFP) Minimize(
𝑓1(𝑥)

𝑔1(𝑥)
,

𝑓2(𝑥)

𝑔2(𝑥)
, . . . . . . . . . . ,

𝑓𝑝(𝑥)

𝑔𝑝(𝑥)
)

 

Subject to ℎ(𝑥) ≤ 0       --------------------(1) 

Where the functions which satisfy differentiability [11] and𝑔𝑖 > 0 are given by                                                            
𝑓𝑖: 𝑅𝑛 → 𝑅, 𝑔𝑖 : 𝑅𝑛 → 𝑅 𝑓𝑜𝑟 𝑖 = 1,2,3, … . , 𝑝 𝑎𝑛𝑑 ℎ: 𝑅𝑛 → 𝑅𝑚 

I. The following definition will be used in establishing results of this paper 

 

DEFINITION 2.1: 

x0 is a feasible solution for (MFP) which is suitable result for (MFP) if for (MFP)feasible solution does not exist like 

x* such that 
𝑓𝑖(𝑥∗)

𝑔𝑖(𝑥∗)
<

𝑓𝑖(𝑥0)

𝑔𝑖(𝑥0)
  for some 𝑖 = 1,2,3, … , 𝑝 

And 
𝑓𝑗(𝑥∗)

𝑔𝑗(𝑥∗)
≤

𝑓𝑗(𝑥0)

𝑔𝑗(𝑥0)
 for all 𝑗 = 1,2,3, … , 𝑝 

Consider Weir type dual as follows for (MFP): 

Proceeding of International Conference on Frontiers of Science and Technology 2021
AIP Conf. Proc. 2597, 060006-1–060006-5; https://doi.org/10.1063/5.0117067

Published by AIP Publishing. 978-0-7354-4299-3/$30.00

060006-1



(MFD) 𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒 {
𝑓1(𝑦)

𝑔1(𝑦)

𝑓2(𝑦)

𝑔2(𝑦)
. . . . . . . . . . .

𝑓𝑝(𝑦)

𝑔𝑝(𝑦)
} 

 𝑦𝑖𝑡𝑖𝜎 

Subject to ∑ 𝜏𝑖
𝑝
𝑖=1 𝛻

𝑓𝑖(𝑦)

𝑔𝑖(𝑦)
+ 𝛻𝜎𝑡ℎ(𝑦) = 0     ---------------(2) 

  𝜎𝑡ℎ(𝑦) ≥ 0        ---------------(3) 

 𝜎 ≥ 0, 𝜏𝑖 ≥ 0,  𝑖 = 1, . . . . . . . . . , 𝑝,  ∑ 𝜏𝑖 = 1
𝑝
𝑖=1    ----------------(4) 

The following outcomes will be necessary in order to prove strong duality [12]. 

Lemma-2.1x* is an appropriate solution for (MFP) iffx* solves (MFPk(𝛿0)), for each  

(MFPk(𝛿0)) Minimize     
𝑓𝑘(𝑋)

𝑔𝑘(𝑋)
 

 Subject to
𝑓𝑗(𝑋)

𝑔𝑗(𝑋)
≤ 𝛿𝑗

0for all j≠k 

 h(x)≤0  where 𝛿1
0 =

𝑓𝑗(𝑋∗)

𝑔𝑗(𝑋∗)
 

If 𝑔𝑖(𝑥) > 0 for every 𝑗 = 1,2,3, … , 𝑝 so (MFPk(𝛿0)) can be write as 

(MFPk(𝛿0))Minimize   

 

Subject to 𝑓𝑗(𝑥) − 𝛿𝑗
0𝑔𝑗(𝑥) ≤ 0 for all 𝑗 ≠ 𝑘    -------------(5) 

ℎ(𝑥) ≤ 0 

Lemma-2.2: If in (MFP) assume𝑔𝑗(𝑥) > 0 when𝑗 = 1,2,3, … , 𝑝 then 𝑥∗ solves (MFP’k(𝛿0)) for each 𝑘 =

1,2,3, … , 𝑝 iff𝑥∗ is a suitable solution of (MFP). 

Lemmas 1 & 2 given by Egudo are similar to Lemma 2.1 &2.2. 

II. Duality theorems [3] with Generalized [9] F-Convexity: 

 Under this section, weak and strong duality results between (MFP) & (MFD) are established, using 

generalized F-convexity assumption on the functions involved. 

Theorem 3.1.(Weak duality) If x0 is feasible for (MFP) and (y0, 𝜏,  𝜎) is feasible for (MFD), fi,is nonnegative and 

F-convex, g i , is positive & F-concave for everyi=1…, p and 𝜎𝑡 is F-quasi-convex for y0. If also either of the given 

hypotheses holds, 

(a) 𝜏𝑖 > 0for all i=1…......, p. 

(b) ∑ 𝜏𝑖
𝑓𝑖(.)

𝑔𝑖(.)𝑥

𝑝
𝑖=1 is strictly F-pseudo [7] convex at 𝑦0, 

then the following never hold, 

𝑓𝑗(𝑋0)

𝑔𝑗(𝑋0)
≤

𝑓𝑗(𝑌0)

𝑔𝑗(𝑌0)
 for all j=1,…..........,p              ------- (6) 

and 

𝑓𝑖(𝑋0)

𝑔𝑖(𝑋0)
≤

𝑓𝑖(𝑌0)

𝑔𝑖(𝑌0)
 for some i=1,….....,p     ------------- (7) 

Proof: Since x0 is feasible to (MFP) and (y0,𝜏, 𝜎) is feasible to (MFD), then we have 

𝜎th(x0) ≤ 𝜎’h(y0)  Since 𝜎𝑡ℎ is F-quasi convex  

 ⇒ F (x0, y0, 𝛻𝜎𝑡h(y0))≤0       ---------------(8) 

( )

( )

k

k

f X

g X
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equations (2) and (8) imply 𝐹 (𝑥0, 𝑦0, ∑ 𝜏𝑖
𝑝
𝑖=1 𝛻

𝑓𝑖(𝑦0)

𝑔𝑖(𝑦0)
) ≥ 0   ---------------(9) 

Suppose if the results (6) and (7) of the theorem hold in contrary. From hypothesis (a) it follows that 

𝜏𝑗

𝑓𝑗(𝑋0)

𝑔𝑗(𝑋0)
≥ 𝜏𝑗

𝑓𝑗(𝑦0)

𝑔𝑗(𝑦0)
 for all j = l,….,p   -------------(10) 

 

and 

𝜏𝑖
𝑓𝑖(𝑋0)

𝑔𝑖(𝑋0)
≥ 𝜏𝑖

𝑓𝑖(𝑦0)

𝑔𝑖(𝑦0)
 for all i = l,….,p --------------(11) 

If fj(x0)≥0 and 𝑔𝑗(x0)>0 for each j∈P={l,…,p}, it follows that 

𝑇𝑗

𝑓𝑗(𝑋0)

𝑔𝑗(𝑋0)
, 𝑗 = 1, . . . . . . , 𝑝 are F-pseudo convex at y0 

Hence (10) and (11) imply   

F(𝑥0, 𝑦0, ∑ 𝜏𝑖
𝑝
𝑖=1 𝛻

𝑓𝑖(𝑦0)

𝑔𝑖(𝑦0)
)<0  

which contradicts (9) 

Now on applying 𝜏𝑗 ≥0, i=1,….,.. p (since 𝜏 is feasible for (MFD)) in (6) and (7) we obtain 

∑ 𝜏𝑖
𝑝
𝑖=1

𝑓𝑖(𝑋0)

𝑔𝑖(𝑋0)
≤ ∑ 𝜏𝑖

𝑝
𝑖=1

𝑓𝑖(𝑦0)

𝑔𝑖(𝑦0)
      --------------(12)  

Hypothesis (b) and (12) now imply   

F (𝑥0, 𝑦0, ∑ 𝜏𝑖
𝑝
𝑖=1 𝛻

𝑓𝑖(𝑦0)

𝑔𝑖(𝑦0)
)<0   

which again contradicts (9).  

Hence weak duality [3] follows. 

Theorem 3.2: (Strong duality) Suppose x0 be a suitable result to (MFP) & suppose it also satisfy constraint 

qualification to (MFPk(𝛿0)) for at least one k=1,..,p. So ∃𝜏0 ∈ 𝑅𝑝 with𝜎0 ∈ 𝑅𝑚 so that (x0,𝜏0, 𝜎0) is a feasible result 

to (MFD). If weak duality between (MFP) and (MFD) holds, then (x0,𝜏0, 𝜎0) is an proficient solution [6] for (MFD). 

Proof: From Lemma 2.1, x0 solves (MFPk(𝛿°)) for all k∈P=(1,…,p) and efficient [5] for (MFP). Then ∃ a 

k∈P so that x0 satisfies constraints qualification for (MFPk(𝛿0)), by hypothesis. 

Now from Kuhn-Tucker necessary condition for 𝜏𝑖 ≥ 0for all i≠k and 𝜎 ≥ 0 such that 

𝛻 [
𝑓𝑘(𝑋0)

𝑔𝑘(𝑋0)
+ ∑ 𝜏𝑖𝑖≠𝑘

𝑓𝑖(𝑋0)

𝑔𝑖(𝑋0)
+ 𝜎𝑡ℎ(𝑋0)] = 0--------------(13) 

and𝜎𝑡ℎ(𝑥0) = 0--------------(14) 

If we put   𝜏𝑘
0 =

1

1+∑ 𝜏𝑖𝑖≠𝑘
> 0  and divide all terms in (13) and (14) by, 1 + ∑ 𝜏𝑖𝑖≠𝑘  we find 

    and   

 

 

Here it is concluded that (𝑥0, 𝜏0, 𝜎0) is also feasible for (MFD) and weak duality between (MFP) and (MFD) holds. 

It shows (𝑥0, 𝜏0, 𝜎0)is an effective result for (MFD). 

I. Duality Theorems with Generalized (F, 𝜌) – Convexity: 

Again,weak and strong duality results [8] were established by us, but for universal (F,𝝆)-convexity assumption on 

the functions involved in the (MFP) and (MFD). 

0 0
1

j

k

i

i k







 


0

1 0
1 i

i k







 

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Theorem 4.1: (Weak duality): If with each feasible x° to (MFP) and each feasible (𝑦0, 𝜏, 𝜎)to (MFD), fi is 

nonnegative and (F, 𝝆i)-convex gi is positive and F-concave for each i=1,…,p and that 𝜎𝑡h is (F, 𝝆0)-quasi-convex 

at y0. If also either of the given hypotheses holds, 

(a)   𝜏𝑖>0 forall i=1,…,p. 

(b)    is strictly (F, 𝝆1) pseudo convex at y0 

 

and if𝝆0+𝝆1> 0, 

then the following cannot hold, 

     

    for all j=1,…....p,     …................(15) 

and 

 for some i = l,…,p                          …............(16) 

 

 

 

Proof: For the feasibility of x0 and (y0, 𝜏, 𝜎) in (MFP) and (MFD) , we have 

𝜎𝑡ℎ(𝑥0) ≤ 𝜎𝑡ℎ(𝑌0)  Since𝜎𝑇h is (F,𝜌0) quasi convex at y0 

⇒ 𝐹(𝑥0, 𝑦0, 𝛻𝜎𝑡ℎ(𝑦0)) ≤ −𝜌0𝑑2(𝑥0, 𝑦0) -------------------------------------------------  ….................(17) 

Since 𝜌0 + 𝜌1 > 0 and from (2) and (17) we have 

𝐹 (𝑥0, 𝑦0, ∑ 𝜏𝑖
𝑝
𝑖=1 𝛻

𝑓𝑖(𝑦0)

𝑔𝑖(𝑦0)
) > −𝜌1𝑑2(𝑥0, 𝑦0)…...................(18) 

Now suppose the contrary, that the results (15) and (16) of the theorem hold. From hypothesis (a) it follows that 

 

   for all j=1,….........,p                            ….................(19) 

 

and    for some i=1,…..,p   …................(20) 

 

If fj(x0)≥ 0 and gj(x0)>0 for all j∈P it follows that ∑ 𝜏𝑗
𝑝
𝑖

𝑓𝑗(𝑥0)

𝑔𝑗(𝑥0)
 is (F, 𝜌1)-pseudo convex at y0.  

Hence (19) and (20) imply𝐹 (𝑥0, 𝑦0 ∑ 𝜏𝑖
𝑝
𝑖=1 𝛻

𝑓𝑖(𝑦0)

𝑔𝑖(𝑦0)
) < −𝜌1𝑑2(𝑥0, 𝑦0) which contradicts (18) 

Now using 𝜏𝑖 ≥ 0,  𝑖 =1,…,p (since𝜏is feasible to (MFD)) in (15) & (16), we find 

        

  …................(21) 

 

 

Hypothesis (b) and (21) now imply 

 

 

 

 

it againcontradicts (18). Hence weak duality follows. 

 

Theorem 4.2: (Strong duality) If x0 be an exact solution to (MFP) and suppose it also satisfy constraint qualification 

to (MFPk(𝛿0)) for at least one k=1,….,p. Then ∃𝜏0 ∈Rp and 𝜎0 ∈Rm so that (𝑥0, 𝜏0, 𝜎0) is a feasible solution to 

(MFD). If weak duality theorem between (MFD) and (MFP) holds, then (𝑥0, 𝜏0, 𝜎0) is exact solution for (MFD).  

Proof is similar to that of Theorem 3.2.  

1

(.)

(.)

p

i
i

i i

f

g






0 0

0 0

( ) ( )

( ) ( )

j j

j j

f X f y

g X g y


0 0

0 0

( ) ( )

( ) ( )

i i

i i

f X f y

g X g y


0 0

0 0

( ) ( )

( ) ( )

j j

j j

j j

f x f y

g x g y
 

0 0

0 0

( ) ( )

( ) ( )

i i
i i

i i

f x f y

g x g y
 

0 0

0 0
1 1

( ) ( )

( ) ( )

p p

i i
i i

i ii i

f x f y

g x g y
 

 

 

0
0 0 1 2 0 0

0
1

( )
, ( , )

( )

p

i
i

i i

f y
F x y d x y

g y
 



 
   

 

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CONCLUSION 

The goal of this paper is to demonstrate that for mathematical programming optimality and duality theorems 

involving standard duals with convexity assumptions, they can be obtained in a variety of ways: first, in modified 

convexity, then in complex spaces, third, in a modified dual, and finally, in the setting of non-smooth programmers. 
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